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Artificial Intelligence (AI) Use Policy

Purpose

This policy sets out the expectations for the responsible, ethical, and lawful use of Artificial Intelligence (AI) by staff at Manor Farm, a unique outdoor-based setting launched to support children who currently seek an alternative learning experience outside of full-time mainstream education. 

It ensures AI use aligns with:
· UK Department for Education (DfE) and ICO (Information Commissioner’s Office) guidance
· UK GDPR (General Data Protection Regulation) and the Data Protection Act (2018)
· Working to Safeguard Children (2023) and Keeping Children Safe in Education (2025) requirements.

Scope

This policy applies to all staff, volunteers, contractors, and third-party service providers who use or have access to AI tools in the course of their work with or on behalf of our provision.

Definition of AI

AI refers to digital tools or systems that use algorithms to generate, predict, analyse, or automate tasks that typically require human intelligence. Examples include:
· Text or image generation tools (e.g. ChatGPT, Copilot)
· Predictive analytics (e.g. attendance risk tools)
· Adaptive learning software
· Automated feedback or marking systems
· Facial or emotion recognition software

Acceptable Use

AI may be used for the following supportive purposes, provided that no personal information is shared during its use:
· Generate and support teaching resources, lesson ideas, and administrative materials
· Support curriculum planning and differentiation
· Assist with professional report writing, provided the child’s data is not directly shared into public AI tools
· Analyse anonymised data to improve educational outcomes
· Support staff professional development or internal communication.

All AI outputs must be checked by a member of leadership before use with children or parents.

Prohibited Use

Staff must not:
· Input identifiable child, staff, parental/carer, professional or external agency data (names, addresses, photos, SEN details, safeguarding information, etc.) into public AI tools
· Use AI to make or influence safeguarding, disciplinary, or educational placement decisions
· Use AI generated material as factual without verification
· Allow AI tools to interact directly with children and young people (e.g. chatbots, ChatGPT) without explicit senior leadership approval and safeguarding risk assessment, i.e. during learning activities

Guiding Principles

Staff must ensure AI is used:
· Ethically – to enhance learning and operational efficiency
· Transparently – AI use must be explainable to children, parents/carers, and staff
· Safely – protecting children’s data, identity, and wellbeing at all times
· Accountably – staff remain responsible for any outcomes or decisions made using AI
· All data input and outputs from AI tools must be stored and deleted in line with our Data Protection Policy.

Senior leadership staff are required to review and verify all content produced using AI tools to ensure accuracy, appropriateness, and alignment with our organisational standards.

Safeguarding

AI must never compromise the safeguarding of children.
· Staff must not use AI generated imagery, avatars or voices representing children
· Any AI use must adhere to our Safeguarding and Child Protection Policy
· Concerns about inappropriate, biased, or harmful AI outputs must be reported immediately to the Designated Safeguarding Lead (DSL) or Deputy Designated Safeguarding Lead (DDSL) if the DSL is not available
· AI should not be used to predict behaviour, assess mental health, or analyse children’s emotions.

Training and Awareness

All staff must:
· Complete annual training on safe and ethical AI use
· Understand the principles of data protection, bias, and digital safeguarding
· Report any suspected misuse or data breach involving AI tools to the DSL and senior leadership staff immediately.

Monitoring and Review
· Senior leadership staff must maintain a register of all approved AI tools and share with all staff
· The policy will be reviewed annually or when significant technological or legal changes occur
· Feedback from staff, children, and parents/carers will inform the review process.

Accountability

Failure to follow this policy may result in disciplinary action under our Staff Behaviour & Disciplinary Policy.
Staff remain accountable for:
· The accuracy and appropriateness of AI generated work they use
· Protecting the confidentiality and rights of all children and families
· Ensuring AI use remains truthful and an accurate representation.

Linked Policies
      •     GDPR and Privacy Policy
      •     E-safety Policy including Social Media Policy
      •     Safeguarding and Child Protection Policy
      •     Staff Behaviour & Disciplinary Policy


This policy was written on: 24.11.25 and will be updated annually. 
Next review to take place on: 24.11.26
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